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EXPERIMENTAL SET-UP CORRECTNESS BY PHRASE TYPE AND CLASSIFIER

RESEARCH OBJECTIVES

Correctness by Phrase Type

The following three post-processing classifiers were tested in this study. For bag-of-sentences, a many-to-few mapping was
created between phrases returned by the speech recognizer and phrases needed to recognize. SVM and MAXENT algorithms
were implemented using RTextTools [2].

1. To examine the use of voice recognition technology in perioperative services
(Periop) to enable Periop staff to record workflow milestones using mobile
technology.

e All differences in recognition correctness as a function of training were significant (p < 0.05), with the exception of the

. To allow the Periop staff to provide care without being interrupted with data difference between Train-5 and Train-10 for the as-is phrase (p = 0.129).

entry and querying tasks. 1. Bag-of-sentences

2. Support vector machine (SVM) [3]
3. Maximum entropy (MAXENT) [4]

e The average recognition correctness for the as-is phrase was 61% when the app was trained with at least five repetitions.

e The correctness percentages for the reduced phrase, for all three levels, was always greater than that of the as-is phrases
(38% vs. 47%, 61% vs. 63%, etc.).
e Personalized phrases were identified correctly more frequently than as-is and reduced phrases for pre-op checklist items

. To investigate the effectiveness of different post-process algorithms to im-
prove the performance of Google’s speech recognizer.

We conducted 16 experiments that were designed to test the ability of the app to recognize the Pre-op checklist items correctly

Pre-Op ) : within a voice recognition application, suggesting that personalized phrases may be more suitable.
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Summary of experiments

SMART-APP DEVELOPMENT

A smart-app named Perioperative Services Mobile Learning System (POS-MLS)
was developed by the research team using Android API (Level 19). The test
devices included Nexus 4, 7, and 10. The voice recognition was enabled by the
Android platform with its built-in speech recognizer.

Correctness by Classifier

e (Classification using SVM and MAXENT algorithms improved classification correctness significantly more than the bag-
of-sentences approach in most cases (5 out of 6).

e Train-5 with as-is phrases yielded the maximum average correctness for SVM of 82% and for MAXENT of 84%.
e Unlike the bag-of-sentences approach, increasing training repetitions did not lead to further correctness of classification.

e The MAXENT algorithm outperformed SVM for three different cases (as-is, using both Train-5 and Train-10, and
personalized using Train-5 only).

CORRECTNESS BY LEVEL

e Statistically significant differences in recognition correctness between training levels were identified for 11 of the 16 phrases.

e Seven of the reduced phrases were identified correctly less often than the corresponding as-is phrases.

e For every phrase, when the Google-only approach did not recognize an as-is or reduced phrase at least half the time, both
training levels (Train-5 and Train-10) improved recognition correctness.
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